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Abstract


More than just a poetic or rhetorical device, metaphor has been shown to affect the way people perceive, think, and act.  Based on this theortico-linguistic thesis, an experimental basis had been hypothesized to explain these effects.  Putting this experimental basis on a firmer foundation, an experimental trial of this thesis shows the extent semantic import controls the construction of concepts through metaphoric device.  The examination of four metaphors, two conceptual, two orientational, shows that a minority of metaphors exhibits a strong semantic tie, but when discovered, this overlap can significantly alter conceptual construction.

The Use of Metaphor in Concept Construction

A question which has been circulating through researchers ever since the analytical movement in philosophy has asked about the influence of language on thought.  Early studies (Kay 1999) considered the ways different cultures perceived color due to the way their language distinguished between colors.  In particular to this study, over the last twenty years metaphor has been examined as more than just a poetic or rhetorical device.  Researchers (Glucksberg 1999, Lakoff 1987, Lakoff & Johnson 1980) posit that metaphor affects the way people perceive, think, and act.  Metaphor, from the Greek word meaning transference, is primarily considered to be a linguistic tool which transfers the relation between one set of objects to another set.  Thus a metaphor consists of two separate concepts that are linguistically linked.  For example, the metaphor ARGUMENT IS WAR consists of explaining argument in terms of war.  The first concept, argument, employs language of the second, war, to aid in communication.  This is reflected in everyday language, for example:

Your claims are indefensible.

He attacked every weak point of my argument.

His criticisms were right on target.

I demolished his argument.

I’ve never won an argument with him.

You disagree?  Okay, shoot!

If you use that strategy, he’ll wipe you out.

He shot down all of my arguments. (Lakoff & Johnson 1980)

As pointed out by Lakoff and Johnson (1980, p. 4), “It is important to see that we don’t just talk about arguments in terms of war.  We can actually win or lose arguments”.  So for this metaphor, the way we think about the abstract concept of argument is tightly bounded to the way we think about the concrete concept of war.  This use of metaphor is far from uncommon.  In a further example, Sloan (1995) discussed the use of metaphor which changed the perception of the concept school from a type of work, to an institute of control, to an empowering vehicle, to something fake and without real application.  In this case, many different metaphors came into play when considering the concept.  

Lakoff and Johnson created a theortico-linguistic argument to describe this metaphoric action in terms of an experimental basis which links the two concepts together.  This argument set a foundation for their critical study of the employment of metaphor, but an empirical review of this position may shed new light on the semantic binding of concepts to one another.  This study focused on the experimental basis of metaphoric concept construction and posits the following questions: Does metaphor create a semantic intersection between two concepts?  If so, to what extent does this intersection affect the overall construction of these concepts?  The first question is one of existence; the second is one of description.

Method

Subjects


The subjects were taken from a convenient sample of Tennessee Technological University students enrolled in introductory psychology.

Materials


A stimulus packet was created for the purposes of this experiment (see Appendix A).  This packet was counterbalanced by generating a second stimulus packet which reversed the pairs of stimulus words.  Also, a watch was used to time the response intervals.

Design and Procedure


The subjects were randomly assigned a stimulus packet and asked to read and sign the informed consent, but not to turn any of the pages until instructed to do so.  Questions about the informed consent were entertained at this time.  The subjects were then asked to turn the page and read the printed instructions.  The instructions were followed by a short review of the instructions, and some requests, including print legibly, and to not feel pressured to fill all twenty spaces.  The subjects were allowed to ask questions at this time.  Once all questions had been answered, the subjects were asked to turn the page and begin.  For each stimulus word, the subjects were given 45 seconds to respond, and then in between each 45 second section, the subjects were given 15 seconds of rest time.  After the subjects responded to the last stimulus word, they were asked to turn the page and read the debriefing statement.  Final questions were answered, and the stimulus packets were returned to the experimenter.

Scoring

To analyze the concept spaces for each stimulus word, word frequencies were used to examine what percentage of the sample used each word.  To control for the use of various morphological word forms, the singular form of the word was recorded, or, in the case of a verb, the present tense.  Response words used by at least ten percent of the sample were included in the analysis to create the concept space (Perussia 1988).

Existence: The linked pairs of concept spaces were then examined for response words which contained words from their construct metaphor.  This comparison criterion was direct for conceptual metaphors (i.e. TIME IS MONEY and ARGUMENT IS WAR), and indirect for orientational metaphors (i.e. GOOD IS UP/BAD IS DOWN and RATIONAL IS UP/EMOTIONAL IS DOWN).  In direct comparisons, only response words which appeared in both concept spaces were considered.  In indirect comparisons, the concept space was examined for response words which would be used in the linked concept.  Response words which meet the comparison criterion are called intersect words, indicating that they lie in the intersection of the metaphorically linked concept spaces.  Metaphors which contained intersections were considered for further analysis; all other linked concept spaces were not considered.


To code the word responses, each response word was used as a variable, and given the value 1 if the subject used that word or 0 if the subject did not use that word.  The stimulus words were constructed to from independent variables by averaging all response word values in the concept space.


Description: Multilinear regression analysis was used to describe the intersection of the two concept spaces and was considered in two forms: unconstrained and constrained.  In unconstrained analyses, the regression variables were only those that were intersect words.  In constrained analyses, the regression included all words of the concept space.  This second type of analysis took into account all the possible variability in the concept space.  The amount of variability explained by each analysis was defined to be the size.


Significance: Further multilinear regression analyses were used to determine how significant the intersect words were to the concept space itself.

Results

For each stimulus word, a mean and standard deviation was calculated for descriptive purposes (see Table 1), and those words which had a frequency of at least ten percent are also given (see Table 2).

Existence

ARGUMENT IS WAR was the only metaphor to demonstrate the existence of an intersection as given by the criterion.  Since other metaphors did not meet the criterion for this analysis, they were excluded from further study.  The metaphor ARGUMENT IS WAR demonstrated the intersection Fight, Hate, and Pain.

Description

Correlations

A 2-tailed Pearson Correlation test was used to determine if there was high correlation between elements of the intersection.  Individual elements did not correlate, but the elements Fight and Pain both correlated with their image element (see Table 3).

Unconstrained Analysis of the Space
Multiple linear regression analyses using only the intersect words were performed to determine the unconstrained size of the intersection in both concept spaces and their union, the metaphoric space.  For the concept space Argument, the size of the intersection was 24.1% (R=.49, F(3,36)=3.80, p<.02).  For the concept space War, the size of the intersection was 3.4% (R=.19, F(3,36)=0.43).  For the metaphoric space ARGUMENT IS WAR, the size of the intersection was 19.2% (R=.44, F(3,36)=1.31).  (See Table 4a, 4b, and 4c.)

Constrained Analysis of the Space

Multiple linear regression analyses using all the response words were performed to determine the constrained size of the intersection in both concept spaces and their union.  For the concept space Argument, the size of the intersection was 12.8% (R=1).  For the concept space War, the size of the intersection was 10.7% (R=1).  For the metaphoric space ARGUMENT IS WAR, the size of the intersection was 2.0% (R=1).

Constrained Analysis of the Intersection

Multiple linear regression analyses using all the response words were performed to determine the constrained size of the individual intersect words in both concept spaces.  In the concept space Argument, Fight uniquely explains 7.4%, Hate uniquely explains 6.1%, and Pain uniquely explains 3.5% of the space (R=1).  In the concept space War, Fight uniquely explains 5.4%, Hate uniquely explains 2.7%, and Pain uniquely explains 3.0% of the space (R=1).

Significance

Multiple linear regression analyses using the backward elimination method with the intersect words were performed to determine how significant each intersect word was to both concept spaces and the metaphoric space.  Of the three analyses, only the concept space Argument demonstrated a significant relationship with the intersection elements, R=.48, F(2,37)=5.44, p<.01, explaining 22.7% of the variability.  This relationship is modeled by the following equation: Intersection of Argument = 0.058×Hate + 0.058×Pain.  Individually, Hate explains 12.2% of the variability and Pain explains 8.4% of the variability.  (See Table 5.)
Discussion


The strength of metaphor in our language is widely accepted, but deeper empirical analysis of how metaphor affects the way we think about concepts has yet to be given a firm foundation.  The existence analysis notes that the conceptual spaces of concepts appear to remain separate despite the involvement of a metaphor in constructing the language commonly used in their discussion.  This suggests that a majority of concepts maintain their integrity.  The language commonly used in their discussion only points at the concept, but does not define the concepts.  But for a minority of concepts, the language used in its discussion actually invades the concept’s definition.  Our example is the concept Argument and its conceptual metaphor ARGUMENT IS WAR.  The concept of war, however, is not altered by the metaphor.  This could be due to the concrete nature of war, and in fact, a look at the conceptual space of war finds many very concrete responses.  Therefore, this invasion of language appears only one way.  Further emphasizing this invasion is the significance people give to the intersection within the conceptual space of Argument.  In both unconstrained and constrained analyses, the size of the intersection in Argument was greater than that of War.  This was true also of the individual elements in the intersection.  The size of Fight, Hate, and Pain were all greater in Argument than in War.  In fact, Hate and Pain were only significant in Argument, suggesting that they have significant control in the construction and definition of this concept.


This study brings up the possibility of a new form of classification in metaphor research.  The cognitive effects of metaphor have been shown to fall into at least two groups: semantic pointer and semantic import.  The semantic pointer classification indicates that the conceptual spaces maintain their integrity and do not exhibit a semantic intersection.  The language used to discuss the concepts may be similar, but the concepts remain fully distinct within the mind.  Examples of this metaphor type are TIME IS MONEY, GOOD IS UP/BAD IS DOWN, and RATIONAL IS UP/EMOTIONAL IS DOWN.  Semantic import indicates a unidirectional semantic intersection.  In this class, the significance analysis shows that one of the concepts is altered by the metaphoric relationship with the other.  An example of this type is ARGUMENT IS WAR.  A third metaphoric classification that has not been experimentally verified is one of semantic entanglement.  In this hypothetical classification, both concepts exhibit alterations due to their metaphoric relationship in significance analysis.


Future study has many possible directions.  Other types of metaphor can be examined, such as ontological metaphor or general metonymy, which may find that certain types of metaphor are more likely to be classified in one of the above classifications than others.  Also, the data itself may be looked at more precisely using ideas from fuzzy logic and partial member inclusion.  A further direction involves more specific analysis of the size of the intersection.  Questions here could ask what mechanisms are employed to cause semantic import during metaphor construction.  Also, a direct comparison of the sizes of an intersection between two concepts may uncover significant differences between abstract and concrete concepts.  Abstract concepts appear to be more difficult to define, and therefore, may be more susceptible to semantic import.
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Appendix A

Informed Consent

If you are under the age of 18, please stop and turn in this form.  This research experiment is exploring the way concepts are constructed.  The total duration of the experiment will be approximately 10-15 minutes.  The experiment consists of eight 45-second sections where you will be asked to list words.

This experiment is voluntary, and you may voluntarily end your participation at any time with no penalty.  The data collected will be used for scientific purposes only.

I consent to the conditions of this experiment.

Signature: __________________________________    Date: ____________

Instructions

Do not turn the page until instructed to do so.

Each of the following eight pages will present a word at the top of the page.  When told to begin, turn the page and read the word.  Legibly print words as they come to your mind in ascending numerical order on the spaces provided to you.  Although there are 20 spaces for each page, you do not need to fill in all 20 spaces.  When instructed to stop, stop writing but do not turn the page.  You will be given 45 seconds for each page.

If you have any questions about the procedure, please ask them at this time.

Money

1) __________________________

2) __________________________

3) __________________________

4) __________________________

5) __________________________

6) __________________________

7) __________________________

8) __________________________

9) __________________________

10) __________________________

11) __________________________

12) __________________________

13) __________________________

14) __________________________

15) __________________________

16) __________________________

17) __________________________

18) __________________________

19) __________________________

20) __________________________

Time

1) __________________________

2) __________________________

3) __________________________

4) __________________________

5) __________________________

6) __________________________

7) __________________________

8) __________________________

9) __________________________

10) __________________________

11) __________________________

12) __________________________

13) __________________________

14) __________________________

15) __________________________

16) __________________________

17) __________________________

18) __________________________

19) __________________________

20) __________________________

Argument

1) __________________________

2) __________________________

3) __________________________

4) __________________________

5) __________________________

6) __________________________

7) __________________________

8) __________________________

9) __________________________

10) __________________________

11) __________________________

12) __________________________

13) __________________________

14) __________________________

15) __________________________

16) __________________________

17) __________________________

18) __________________________

19) __________________________

20) __________________________

War

1) __________________________

2) __________________________

3) __________________________

4) __________________________

5) __________________________

6) __________________________

7) __________________________

8) __________________________

9) __________________________

10) __________________________

11) __________________________

12) __________________________

13) __________________________

14) __________________________

15) __________________________

16) __________________________

17) __________________________

18) __________________________

19) __________________________

20) __________________________

Good

1) __________________________

2) __________________________

3) __________________________

4) __________________________

5) __________________________

6) __________________________

7) __________________________

8) __________________________

9) __________________________

10) __________________________

11) __________________________

12) __________________________

13) __________________________

14) __________________________

15) __________________________

16) __________________________

17) __________________________

18) __________________________

19) __________________________

20) __________________________

Bad

1) __________________________

2) __________________________

3) __________________________

4) __________________________

5) __________________________

6) __________________________

7) __________________________

8) __________________________

9) __________________________

10) __________________________

11) __________________________

12) __________________________

13) __________________________

14) __________________________

15) __________________________

16) __________________________

17) __________________________

18) __________________________

19) __________________________

20) __________________________

Rational

1) __________________________

2) __________________________

3) __________________________

4) __________________________

5) __________________________

6) __________________________

7) __________________________

8) __________________________

9) __________________________

10) __________________________

11) __________________________

12) __________________________

13) __________________________

14) __________________________

15) __________________________

16) __________________________

17) __________________________

18) __________________________

19) __________________________

20) __________________________

Emotional

1) __________________________

2) __________________________

3) __________________________

4) __________________________

5) __________________________

6) __________________________

7) __________________________

8) __________________________

9) __________________________

10) __________________________

11) __________________________

12) __________________________

13) __________________________

14) __________________________

15) __________________________

16) __________________________

17) __________________________

18) __________________________

19) __________________________

20) __________________________

Debriefing Statement

This preliminary study is examining the way we use language to take the context of a familiar concept and apply it to an abstract concept.  Specifically, metaphor is one tool we use that maps familiar concepts to abstract concepts.  Metaphors like ARGUMENT IS WAR and TIME IS MONEY are used often in our everyday speech by providing the language of the second concept to talk about the first.  Other metaphors like GOOD IS UP/BAD IS DOWN and RATIONAL IS UP/EMOTIONAL IS DOWN use physical location as a mapping between two abstract concepts.

This study examines whether these metaphors become part of the concept construction, or whether they are only used to provide us with a way to talk about these concepts.  Future research considerations will explore the effects that are generated by a concept deeply grounded in the semiotic frame of its language constructor concept.

If you have further questions about this study, please direct them to emh6136@tntech.edu.

Thank you for your participation.

Table 1

Means and Standard Deviations for Total Number of Stimulus Word Responses (N=40)

	Stimulus Word
	Mean
	Std Dev

	Money
	7.9
	2.5

	Time
	6.9
	3.1

	Argument
	7.3
	2.1

	War
	9.1
	2.9

	Good
	7.8
	2.9

	Bad
	6.8
	2.7

	Rational
	5.1
	2.6

	Emotional
	7.4
	2.7


Table 2

Word Frequencies and Percentages for Stimulus Word

	Concept Space
	f%
	Response Words

	Time

(N=39)
	53.8

41.0

23.1

20.5

15.4

12.8

10.3
	Clock

Watch

Minute 

Second 

Manage, Short 

Class, Day, Enough, Fast, Hour, School 

Eternity, Go, Late, Life, Stop, Year 

	Money

(N=40)
	30.0

27.5

25.0

20.0

17.5

15.0

12.5

10.0
	Cash 

Green, Job, Work 

Bill, Car 

Bank, Dollar, Wealth 

Clothes, Coin, House 

Rich, Spend 

Greed, Success 

Buy, College, Food, Good, President, Wallet 

	Argument

(N=40)
	57.5

25.0

20.0

17.5

15.0

12.5

10.0
	Fight 

Yell 

Anger, Disagree 

Friend 

Opinion, Scream, Word 

Hate, Hurt, Parent, People 

Conflict, Cry, Discussion, Pain, Shout, Stupid, Win 

	War

(N=40)
	57.5

42.5

32.5

22.5

17.5

15.0

12.5

10.0
	Death

Gun

Blood, Fight

Bomb, Soldier

Kill, Peace

Hate, Tank, WWII

Pain

Afghanistan, Army, Bad, Freedom, Vietnam, World War, WWI

	Good

(N=40)
	35.0

30.0

27.5

25.0

17.5

15.0

12.5

10.0
	Bad

Friend

Happy, Love

Family

God, Peace

Great, Nice

Food, Grade

Evil, Job, Joy, Laugh, Life, Money, Smile, Time

	Bad

(N=40)
	37.5

35.0

30.0

17.5

15.0

12.5

10.0
	Good

Evil

Wrong

War

Fight

Grade, Hate, Mean

Devil, Hurt

	Rational

(N=40)
	25.0

20.0

15.0

12.5

10.0
	Irrational

Think

Thought

Even, Understand

Calm, Logic, Math, People

	Emotional

(N=40)
	45.0

42.5

32.5

27.5

20.0

15.0

12.5

10.0
	Happy

Sad

Cry

Love

Feeling, Upset

Angry, Relationship, Tear

Death, Joy, Mad, Stress

Excite, Woman


Table 3

Correlations between Intersection Words (N=40)

	
	
	Argument
	War

	
	
	Fight
	Hate
	Pain
	Fight
	Hate
	Pain

	Argument
	Fight
	—
	.06
	-.24
	.46
	-.23
	-.15

	
	Hate
	
	—
	.09
	.01
	.22
	.05

	
	Pain
	
	
	—
	-.05
	.09
	.63

	War
	Fight
	
	
	
	—
	-.14
	-.10

	
	Hate
	
	
	
	
	—
	.05

	
	Pain
	
	
	
	
	
	—


Table 4a

Unconstrained Regression Analysis for Argument (N=40)

	Variable
	B
	SE B
	

	Constant
	0.14
	.01
	

	Fight
	0.015
	.02
	.12

	Hate
	0.057
	.02
	.34

	Pain
	0.064
	.03
	.32


Table 4b

Unconstrained Regression Analysis for War (N=40)

	Variable
	B
	SE B
	

	Constant
	0.18
	.019
	

	Fight
	0.024
	.029
	.14

	Hate
	0.029
	.038
	.12

	Pain
	0.017
	.041
	.07


Table 4c

Unconstrained Regression Analysis for ARGUMENT IS WAR (N=40)

	Variable
	B
	SE B
	

	
	Constant
	0.16
	.016
	

	Argument
	Fight
	0.0073
	.021
	.07

	
	Hate
	0.029
	.021
	.24

	
	Pain
	0.033
	.025
	.21

	War
	Fight
	0.018
	.026
	.11

	
	Hate
	-0.0078
	.038
	-.04

	
	Pain
	0.046
	.034
	.28


Table 5

Regression Analysis for Argument by Intersection (N=40)

	Variable
	B
	SE B
	

	Constant
	0.15
	.010
	

	Hate
	0.058
	.024
	.35

	Pain
	0.059
	.029
	.29


